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Aspects of Trustworthiness
Verification 

Proving the model has the 
desired behavior

Correct

Error
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Aspects of Trustworthiness
Robust training 

Enforcing the stable prediction 
on similar inputs at training time

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X
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Aspects of Trustworthiness
Robust training 

Enforcing the stable prediction 
on similar inputs at training time
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Verification 

Proving the model has the 
desired behavior

Correct

Error

Explainability 

Highlight the reason behind the 
decision of the model
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Verifying Neural 
Networks1
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Global Safety
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 Property: If the intruder is directly ahead and is moving towards the ownship, the Clear of Conflict command should not be advised

Global Safety
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Verification of Neural Networks

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X fθ( )?fθ

Input-output properties

Correct

Error
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<latexit sha1_base64="hw8+6rNk4CGupl7aUtiDV1PHi0Y=">AAAB+nicbVDLSsNAFJ3UV62vVJduBotQNyURqW6EohuXFewDmhAmk0k7dPJw5kYptZ/ixoUibv0Sd/6N0zYLbT1w4XDOvdx7j58KrsCyvo3Cyura+kZxs7S1vbO7Z5b32yrJJGUtmohEdn2imOAxawEHwbqpZCTyBev4w+up33lgUvEkvoNRytyI9GMeckpAS55ZDj0HBgxI1bnPSHCCLz2zYtWsGfAysXNSQTmanvnlBAnNIhYDFUSpnm2l4I6JBE4Fm5ScTLGU0CHps56mMYmYcsez0yf4WCsBDhOpKwY8U39PjEmk1CjydWdEYKAWvan4n9fLILxwxzxOM2AxnS8KM4EhwdMccMAloyBGmhAqub4V0wGRhIJOq6RDsBdfXibt05pdr9VvzyqNqzyOIjpER6iKbHSOGugGNVELUfSIntErejOejBfj3fiYtxaMfOYA/YHx+QMpTJNM</latexit>

fω( ) =

Exact Verification

Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks [Katz 2017]
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fω( ) =

Safe :)

Correct

Error

Exact Verification

Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks [Katz 2017]
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Unsafe :(

Correct

Error

Exact Verification

Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks [Katz 2017]
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fω( ) =

Safe :)

Correct

Error

Unsafe :(

Correct

Error

NP-Complete [Katz2017]
Exact Verification

Reluplex: An Efficient SMT Solver for Verifying Deep Neural Networks [Katz 2017]
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Linear Approximations

<latexit sha1_base64="BSGl3gaTVJ8lX9mzAaeshM++3q4=">AAACJXicbVDLahtBEJyVY8eRH1GcYy5DhEEGI3aNUXLIQTiXHHJQIHqAVojeUa80aHZ2M9MbJBb9jC/+FV9yiAmBnPIrGT0IieSCgaKqm+mqKFPSku//8kp7T/YPnh4+Kx8dn5w+r7w469g0NwLbIlWp6UVgUUmNbZKksJcZhCRS2I2m75d+9ysaK1P9meYZDhIYaxlLAeSkYeVdGKcGlOIzHkrNwwRoIkAVvcUl/1ibXfBQ4RceD4uQJkiw+Cu1HRtWqn7dX4HvkmBDqmyD1rDyEI5SkSeoSSiwth/4GQ0KMCSFwkU5zC1mIKYwxr6jGhK0g2KVcsHPnTLi7lz3NPGV+u9GAYm18yRyk8sUdttbio95/Zzit4NC6iwn1GL9UZwrTilfVsZH0qAgNXcEhJHuVi4mYECQK7bsSgi2I++SzlU9aNQbn66rzZtNHYfsFXvNaixgb1iTfWAt1maC3bJ79p09eHfeN++H93M9WvI2Oy/Zf/B+/wH1+6Ou</latexit>

→x ↑ X , L(x) ↓ fω(x) ↓ U(x)

fθ
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Linear Approximations

<latexit sha1_base64="BSGl3gaTVJ8lX9mzAaeshM++3q4=">AAACJXicbVDLahtBEJyVY8eRH1GcYy5DhEEGI3aNUXLIQTiXHHJQIHqAVojeUa80aHZ2M9MbJBb9jC/+FV9yiAmBnPIrGT0IieSCgaKqm+mqKFPSku//8kp7T/YPnh4+Kx8dn5w+r7w469g0NwLbIlWp6UVgUUmNbZKksJcZhCRS2I2m75d+9ysaK1P9meYZDhIYaxlLAeSkYeVdGKcGlOIzHkrNwwRoIkAVvcUl/1ibXfBQ4RceD4uQJkiw+Cu1HRtWqn7dX4HvkmBDqmyD1rDyEI5SkSeoSSiwth/4GQ0KMCSFwkU5zC1mIKYwxr6jGhK0g2KVcsHPnTLi7lz3NPGV+u9GAYm18yRyk8sUdttbio95/Zzit4NC6iwn1GL9UZwrTilfVsZH0qAgNXcEhJHuVi4mYECQK7bsSgi2I++SzlU9aNQbn66rzZtNHYfsFXvNaixgb1iTfWAt1maC3bJ79p09eHfeN++H93M9WvI2Oy/Zf/B+/wH1+6Ou</latexit>

→x ↑ X , L(x) ↓ fω(x) ↓ U(x)

<latexit sha1_base64="ywmtRjAjM5yvbzePjWUL6v7zVYI=">AAACU3icdVFLS8NAGNzEV42vqkcvi0VQkJL0UL0IRS8ePChYFZoYvmy2du1mE/dRWkL/owge/CNePGhSe/A5sDDMfLOP2SjjTGnXfbHsmdm5+YXKorO0vLK6Vl3fuFKpkYS2ScpTeROBopwJ2tZMc3qTSQpJxOl11D8p/esBlYql4lKPMhokcCdYlxHQhRRW7/2Oc7Y73MNH2FcmCXN25I1vBfaNiKksd8194FkPQjb29/EwZI7/8GAgdtp/pdLBf6HACas1t+5OgH8Tb0pqaIrzsPrkxykxCRWacFCq47mZDnKQmhFOx45vFM2A9OGOdgoqIKEqyCedjPFOocS4m8piCY0n6tdEDolSoyQqJhPQPfXTK8W/vI7R3cMgZyIzmgryeVDXcKxTXBaMYyYp0XxUECCSFXfFpAcSiC6+oSzB+/nk3+SqUfea9eZFo9Y6ntZRQVtoG+0iDx2gFjpF56iNCHpEr+jdQtaz9Wbb9uznqG1NM5voG+yVD+Qrsa8=</latexit>

L(x) =
n∑

i=1

ωi xi U(x) =
n∑

i=1

ωi xi

fθ
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Over-approximations for verification
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Over-approximations for verification
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fθ( ) ⊂
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Over-approximations for verification
Correct

Error

Safe!

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X fθ

fθ( ) ⊂
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Over-approximations for verification

Unknown

Correct

Error

Correct

Error

Safe!

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X fθ

fθ( ) ⊂
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Input partitioning

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]
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Input partitioning

False Alarm ?

Correct

Error
<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X <latexit sha1_base64="T00oUbRRMLsMR29nfc4T9yrO6gI=">AAACF3icbVDLSsNAFL3xWesr6tLNYBFchaRIdSMU3bisYB/QhDCZTtuhkwczE6GE/oUbf8WNC0Xc6s6/cdJm0YcHBs6ccy/33hMknEll27/G2vrG5tZ2aae8u7d/cGgeHbdknApCmyTmsegEWFLOItpUTHHaSQTFYcBpOxjd5X77iQrJ4uhRjRPqhXgQsT4jWGnJNy03xGpIMM86E3SD5n6+g1ySJgtS1TcrtmVPgVaJU5AKFGj45o/bi0ka0kgRjqXsOnaivAwLxQink7KbSppgMsID2tU0wiGVXja9a4LOtdJD/VjoFyk0Vec7MhxKOQ4DXZkvKZe9XPzP66aqf+1lLEpSRSMyG9RPOVIxykNCPSYoUXysCSaC6V0RGWKBidJRlnUIzvLJq6RVtZyaVXu4rNRvizhKcApncAEOXEEd7qEBTSDwDK/wDh/Gi/FmfBpfs9I1o+g5gQUY33+Yz5+W</latexit>X = X1 → X2

1) Partition the input 
space

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]
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1) Partition the input 
space

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]

2 ) Solve two verification problems

Correct

Error
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Input partitioning

False Alarm ?

Correct

Error
<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X <latexit sha1_base64="T00oUbRRMLsMR29nfc4T9yrO6gI=">AAACF3icbVDLSsNAFL3xWesr6tLNYBFchaRIdSMU3bisYB/QhDCZTtuhkwczE6GE/oUbf8WNC0Xc6s6/cdJm0YcHBs6ccy/33hMknEll27/G2vrG5tZ2aae8u7d/cGgeHbdknApCmyTmsegEWFLOItpUTHHaSQTFYcBpOxjd5X77iQrJ4uhRjRPqhXgQsT4jWGnJNy03xGpIMM86E3SD5n6+g1ySJgtS1TcrtmVPgVaJU5AKFGj45o/bi0ka0kgRjqXsOnaivAwLxQink7KbSppgMsID2tU0wiGVXja9a4LOtdJD/VjoFyk0Vec7MhxKOQ4DXZkvKZe9XPzP66aqf+1lLEpSRSMyG9RPOVIxykNCPSYoUXysCSaC6V0RGWKBidJRlnUIzvLJq6RVtZyaVXu4rNRvizhKcApncAEOXEEd7qEBTSDwDK/wDh/Gi/FmfBpfs9I1o+g5gQUY33+Yz5+W</latexit>X = X1 → X2

1) Partition the input 
space

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]

2 ) Solve two verification problems

Correct

Error

Correct

Error
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Iterative input partitioning 
X1: [-1,1] 
X2: [-1,1]

X2: [-1,0] X2: [0,1]

X1: [0,1]X1: [-1,0]

X2: [0;0.5] X2: [0.5,1]
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“Real life” example 

• Industrial Use Case  

• 3133 subproblems to solve!
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Existing heuristics:

• Random  

• Largest interval  

• Gradient Smear [ReluVal, Wang 2018]

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]
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backward pass to bound input gradients given pre-

computed output bounds.

Over-approximation of the outputs 

(symbolic intervals for ReluVal)

×

Final score: largest upper bound times input width

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]
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Existing heuristics:

• Random  

• Largest interval  

• Gradient Smear [ReluVal, Wang 2018]

backward pass to bound input gradients given pre-

computed output bounds.

Over-approximation of the outputs 

(symbolic intervals for ReluVal)

×

Final score: largest upper bound times input width

Our proposal: reuse information 
already computed during the 
over-approximation

Formal Security Analysis of Neural Networks using Symbolic Intervals [Wang 2018]
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ReCIPH: (Relational coefficient for input partitioning 
heuristic)

<latexit sha1_base64="BSGl3gaTVJ8lX9mzAaeshM++3q4=">AAACJXicbVDLahtBEJyVY8eRH1GcYy5DhEEGI3aNUXLIQTiXHHJQIHqAVojeUa80aHZ2M9MbJBb9jC/+FV9yiAmBnPIrGT0IieSCgaKqm+mqKFPSku//8kp7T/YPnh4+Kx8dn5w+r7w469g0NwLbIlWp6UVgUUmNbZKksJcZhCRS2I2m75d+9ysaK1P9meYZDhIYaxlLAeSkYeVdGKcGlOIzHkrNwwRoIkAVvcUl/1ibXfBQ4RceD4uQJkiw+Cu1HRtWqn7dX4HvkmBDqmyD1rDyEI5SkSeoSSiwth/4GQ0KMCSFwkU5zC1mIKYwxr6jGhK0g2KVcsHPnTLi7lz3NPGV+u9GAYm18yRyk8sUdttbio95/Zzit4NC6iwn1GL9UZwrTilfVsZH0qAgNXcEhJHuVi4mYECQK7bsSgi2I++SzlU9aNQbn66rzZtNHYfsFXvNaixgb1iTfWAt1maC3bJ79p09eHfeN++H93M9WvI2Oy/Zf/B+/wH1+6Ou</latexit>

→x ↑ X , L(x) ↓ fω(x) ↓ U(x)

<latexit sha1_base64="ywmtRjAjM5yvbzePjWUL6v7zVYI=">AAACU3icdVFLS8NAGNzEV42vqkcvi0VQkJL0UL0IRS8ePChYFZoYvmy2du1mE/dRWkL/owge/CNePGhSe/A5sDDMfLOP2SjjTGnXfbHsmdm5+YXKorO0vLK6Vl3fuFKpkYS2ScpTeROBopwJ2tZMc3qTSQpJxOl11D8p/esBlYql4lKPMhokcCdYlxHQhRRW7/2Oc7Y73MNH2FcmCXN25I1vBfaNiKksd8194FkPQjb29/EwZI7/8GAgdtp/pdLBf6HACas1t+5OgH8Tb0pqaIrzsPrkxykxCRWacFCq47mZDnKQmhFOx45vFM2A9OGOdgoqIKEqyCedjPFOocS4m8piCY0n6tdEDolSoyQqJhPQPfXTK8W/vI7R3cMgZyIzmgryeVDXcKxTXBaMYyYp0XxUECCSFXfFpAcSiC6+oSzB+/nk3+SqUfea9eZFo9Y6ntZRQVtoG+0iDx2gFjpF56iNCHpEr+jdQtaz9Wbb9uznqG1NM5voG+yVD+Qrsa8=</latexit>

L(x) =
n∑

i=1

ωi xi U(x) =
n∑

i=1

ωi xi
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ReCIPH: (Relational coefficient for input partitioning 
heuristic)

• ReCIPH score for the input xi =
|αi | + |αi |

2
⋅ (ui − li)

<latexit sha1_base64="BSGl3gaTVJ8lX9mzAaeshM++3q4=">AAACJXicbVDLahtBEJyVY8eRH1GcYy5DhEEGI3aNUXLIQTiXHHJQIHqAVojeUa80aHZ2M9MbJBb9jC/+FV9yiAmBnPIrGT0IieSCgaKqm+mqKFPSku//8kp7T/YPnh4+Kx8dn5w+r7w469g0NwLbIlWp6UVgUUmNbZKksJcZhCRS2I2m75d+9ysaK1P9meYZDhIYaxlLAeSkYeVdGKcGlOIzHkrNwwRoIkAVvcUl/1ibXfBQ4RceD4uQJkiw+Cu1HRtWqn7dX4HvkmBDqmyD1rDyEI5SkSeoSSiwth/4GQ0KMCSFwkU5zC1mIKYwxr6jGhK0g2KVcsHPnTLi7lz3NPGV+u9GAYm18yRyk8sUdttbio95/Zzit4NC6iwn1GL9UZwrTilfVsZH0qAgNXcEhJHuVi4mYECQK7bsSgi2I++SzlU9aNQbn66rzZtNHYfsFXvNaixgb1iTfWAt1maC3bJ79p09eHfeN++H93M9WvI2Oy/Zf/B+/wH1+6Ou</latexit>

→x ↑ X , L(x) ↓ fω(x) ↓ U(x)

<latexit sha1_base64="ywmtRjAjM5yvbzePjWUL6v7zVYI=">AAACU3icdVFLS8NAGNzEV42vqkcvi0VQkJL0UL0IRS8ePChYFZoYvmy2du1mE/dRWkL/owge/CNePGhSe/A5sDDMfLOP2SjjTGnXfbHsmdm5+YXKorO0vLK6Vl3fuFKpkYS2ScpTeROBopwJ2tZMc3qTSQpJxOl11D8p/esBlYql4lKPMhokcCdYlxHQhRRW7/2Oc7Y73MNH2FcmCXN25I1vBfaNiKksd8194FkPQjb29/EwZI7/8GAgdtp/pdLBf6HACas1t+5OgH8Tb0pqaIrzsPrkxykxCRWacFCq47mZDnKQmhFOx45vFM2A9OGOdgoqIKEqyCedjPFOocS4m8piCY0n6tdEDolSoyQqJhPQPfXTK8W/vI7R3cMgZyIzmgryeVDXcKxTXBaMYyYp0XxUECCSFXfFpAcSiC6+oSzB+/nk3+SqUfea9eZFo9Y6ntZRQVtoG+0iDx2gFjpF56iNCHpEr+jdQtaz9Wbb9uznqG1NM5voG+yVD+Qrsa8=</latexit>

L(x) =
n∑

i=1

ωi xi U(x) =
n∑

i=1

ωi xi
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ReCIPH: (Relational coefficient for input partitioning 
heuristic)

• ReCIPH score for the input xi =
|αi | + |αi |

2
⋅ (ui − li)

• Variable to split first: highest ReCIPH score 

<latexit sha1_base64="BSGl3gaTVJ8lX9mzAaeshM++3q4=">AAACJXicbVDLahtBEJyVY8eRH1GcYy5DhEEGI3aNUXLIQTiXHHJQIHqAVojeUa80aHZ2M9MbJBb9jC/+FV9yiAmBnPIrGT0IieSCgaKqm+mqKFPSku//8kp7T/YPnh4+Kx8dn5w+r7w469g0NwLbIlWp6UVgUUmNbZKksJcZhCRS2I2m75d+9ysaK1P9meYZDhIYaxlLAeSkYeVdGKcGlOIzHkrNwwRoIkAVvcUl/1ibXfBQ4RceD4uQJkiw+Cu1HRtWqn7dX4HvkmBDqmyD1rDyEI5SkSeoSSiwth/4GQ0KMCSFwkU5zC1mIKYwxr6jGhK0g2KVcsHPnTLi7lz3NPGV+u9GAYm18yRyk8sUdttbio95/Zzit4NC6iwn1GL9UZwrTilfVsZH0qAgNXcEhJHuVi4mYECQK7bsSgi2I++SzlU9aNQbn66rzZtNHYfsFXvNaixgb1iTfWAt1maC3bJ79p09eHfeN++H93M9WvI2Oy/Zf/B+/wH1+6Ou</latexit>

→x ↑ X , L(x) ↓ fω(x) ↓ U(x)

<latexit sha1_base64="ywmtRjAjM5yvbzePjWUL6v7zVYI=">AAACU3icdVFLS8NAGNzEV42vqkcvi0VQkJL0UL0IRS8ePChYFZoYvmy2du1mE/dRWkL/owge/CNePGhSe/A5sDDMfLOP2SjjTGnXfbHsmdm5+YXKorO0vLK6Vl3fuFKpkYS2ScpTeROBopwJ2tZMc3qTSQpJxOl11D8p/esBlYql4lKPMhokcCdYlxHQhRRW7/2Oc7Y73MNH2FcmCXN25I1vBfaNiKksd8194FkPQjb29/EwZI7/8GAgdtp/pdLBf6HACas1t+5OgH8Tb0pqaIrzsPrkxykxCRWacFCq47mZDnKQmhFOx45vFM2A9OGOdgoqIKEqyCedjPFOocS4m8piCY0n6tdEDolSoyQqJhPQPfXTK8W/vI7R3cMgZyIzmgryeVDXcKxTXBaMYyYp0XxUECCSFXfFpAcSiC6+oSzB+/nk3+SqUfea9eZFo9Y6ntZRQVtoG+0iDx2gFjpF56iNCHpEr+jdQtaz9Wbb9uznqG1NM5voG+yVD+Qrsa8=</latexit>

L(x) =
n∑

i=1

ωi xi U(x) =
n∑

i=1

ωi xi
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Impact on our use case

879 subproblems

3113 subproblems
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ACAS Xu benchmark

Properties Width ReCIPH Gradient Smear

1 68 567 15 289 16 521

3 319 306 16 140 209 924

4 25 906 1 828 2 206

5 142 637 7 023 29 169

9 3 055 2 395 3 877

10 1 331 335 217

Reported metric: number of subproblems 
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Wider applicability

• LIBRA (Fairness analysis)

LIBRA https://caterinaurban.github.io/project/libra/ 

https://caterinaurban.github.io/project/libra/
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Wider applicability

• LIBRA (Fairness analysis)

VNN Comp 2024 report, Verifying Neural Networks with PyRAT [Lemesle 2025], The Fifth International Verification of Neural 
Networks Competition (VNN-COMP 2024): Summary and Results [Brix 2024]

• PyRAT : 6/12 benchmarks in VNN-COMP 

2024 where PyRAT finished 2 / 8 tools



/ 5118

Wider applicability

• LIBRA (Fairness analysis)

VNN Comp 2024 report, Verifying Neural Networks with PyRAT [Lemesle 2025], The Fifth International Verification of Neural 
Networks Competition (VNN-COMP 2024): Summary and Results [Brix 2024]

• Verification remains a hard challenge!

• PyRAT : 6/12 benchmarks in VNN-COMP 

2024 where PyRAT finished 2 / 8 tools
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Over-Approximations for 
Empirical Robustness2
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Pandas (57.7% confidence) Gibbon (99.3% confidence)

Local Robustness
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Neural Network Supervised Training

fθ(x)

x
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Neural Network Supervised Training

fθ(x)

x

Error of the prediction 
(estimated with a loss function)
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Neural Network Supervised Training

fθ′￼(x)

x Updated parameters θ′￼

After minimizing the error
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Robust Training

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X

On the Effectiveness of Interval Bound Propagation for Training Verifiably Robust Models [Gowal 2018]

Worst case of the over-approximation of 
the reachable space

Certified Training (CT)

fθ( )
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Robust Training

On the Effectiveness of Interval Bound Propagation for Training Verifiably Robust Models [Gowal 2018]

Certified Training (CT)

<latexit sha1_base64="fDOLwOcAA+yedyTcERK5GoVcJuo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclUSkuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXty5pXr9UfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AltOReQ==</latexit>X

fθ′￼( )

Minimizing the worst-
case of the 
approximation: leads to 
tighter approximation 

Updated parameters θ′￼
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Robust Training

On the Effectiveness of Interval Bound Propagation for Training Verifiably Robust Models [Gowal 2018]

Adversarial Training (AT)

fθ(xadv)

<latexit sha1_base64="z6Dyk8efkuUtM6fcZGRb2Qoyi+I=">AAADtnicdVJLbxoxEHagj3T7Iu2hh16sokg9IApNRXNBitpLj6kUEiSgaPAOi4Vfsr3AZrXn/pBe2x/Uf1Mv0AckHcnS5288M9+MZ2IEd77V+nlQqd65e+/+4YPo4aPHT57Wjp5dOp1ahj2mhbb9CTgUXGHPcy+wbyyCnAi8msw/lv6rBVrHtbrwmcGRhETxKWfgAzWuvViNc4gXBR1yRYcS/IyByPvFuFZvNVtrozdBewvqZGvn46PK12GsWSpReSbAuUG7ZfwoB+s5E1hEw9ShATaHBAcBKpDoRvm6g4IeByamU23DUZ6u2X8jcpDOZXISXpYa3b6vJG/zDVI/PR3lXJnUo2KbQtNUUK9pOQ4ac4vMiywAYJYHrZTNwALzYWjRMb2AMEm6zbZbdrXRvsN5Pr/eMCUSfGLBZmEGVi9dU6KHhpuBQddMUIer5ew3IbljDaMdL/+Fq6SIoqHCJdNSgorz4WJV5Ktil5MZGlcEH9gAuNCqjCorh/p5RCmz2rk3Teczgd2SoDS2sGys0dpJdeo3V8kVl6mkjl9jt97ekFwptDT01w2fGZii8TdrjFNIhe+emHWG0AyoROBuOYtJKsBSo0WWaNW4jQwlY3Tdk8aewCkX4o+SHXkd4/+jLyqisLrt/UW9CS7fNtudZufzu/rZh+0SH5KX5BV5TdrkPTkjn8g56RFGCvKNfCc/qqfVL1WsJpunlYNtzHOyY1XzC+VFKc8=</latexit>

xadv → X

Output computed on an adversarial 
perturbation 
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Robust Training

On the Effectiveness of Interval Bound Propagation for Training Verifiably Robust Models [Gowal 2018]

Adversarial Training (AT)

fθ′￼(xadv)

<latexit sha1_base64="z6Dyk8efkuUtM6fcZGRb2Qoyi+I=">AAADtnicdVJLbxoxEHagj3T7Iu2hh16sokg9IApNRXNBitpLj6kUEiSgaPAOi4Vfsr3AZrXn/pBe2x/Uf1Mv0AckHcnS5288M9+MZ2IEd77V+nlQqd65e+/+4YPo4aPHT57Wjp5dOp1ahj2mhbb9CTgUXGHPcy+wbyyCnAi8msw/lv6rBVrHtbrwmcGRhETxKWfgAzWuvViNc4gXBR1yRYcS/IyByPvFuFZvNVtrozdBewvqZGvn46PK12GsWSpReSbAuUG7ZfwoB+s5E1hEw9ShATaHBAcBKpDoRvm6g4IeByamU23DUZ6u2X8jcpDOZXISXpYa3b6vJG/zDVI/PR3lXJnUo2KbQtNUUK9pOQ4ac4vMiywAYJYHrZTNwALzYWjRMb2AMEm6zbZbdrXRvsN5Pr/eMCUSfGLBZmEGVi9dU6KHhpuBQddMUIer5ew3IbljDaMdL/+Fq6SIoqHCJdNSgorz4WJV5Ktil5MZGlcEH9gAuNCqjCorh/p5RCmz2rk3Teczgd2SoDS2sGys0dpJdeo3V8kVl6mkjl9jt97ekFwptDT01w2fGZii8TdrjFNIhe+emHWG0AyoROBuOYtJKsBSo0WWaNW4jQwlY3Tdk8aewCkX4o+SHXkd4/+jLyqisLrt/UW9CS7fNtudZufzu/rZh+0SH5KX5BV5TdrkPTkjn8g56RFGCvKNfCc/qqfVL1WsJpunlYNtzHOyY1XzC+VFKc8=</latexit>

xadv → X

Minimizing the error on 
adversarial perturbations: 
leads to better empirical 
robustness 

Updated parameters θ′￼
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Combining Certified and Adversarial Training

α = 0 α = 1

Expressive Losses for Verified Robustness via Convex Combinations [De Palma 2024] 

AT CT

α ∈ [0,1]

(CT + AT)
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Training Method Standard (%) Empirical (%) Verified (%)

Standard 91.27 0 0

Trade-offs

CTBench: A Library and Benchmark for Certified Training [Mao 2024]

CIFAR-10, CNN-7,  = 8 / 255. ϵ
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Training Method Standard (%) Empirical (%) Verified (%)

Standard 91.27 0 0

AT 77.07 40.14 0

Trade-offs

CTBench: A Library and Benchmark for Certified Training [Mao 2024]

CIFAR-10, CNN-7,  = 8 / 255. ϵ
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Training Method Standard (%) Empirical (%) Verified (%)

Standard 91.27 0 0

AT 77.07 40.14 0

CT 48.51 35.48 34.97

Trade-offs

CTBench: A Library and Benchmark for Certified Training [Mao 2024]

CIFAR-10, CNN-7,  = 8 / 255. ϵ
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Training Method Standard (%) Empirical (%) Verified (%)

Standard 91.27 0 0

AT 77.07 40.14 0

CT 48.51 35.48 34.97

CT + AT 53.35 36.02 35.44

Trade-offs

CTBench: A Library and Benchmark for Certified Training [Mao 2024]

CIFAR-10, CNN-7,  = 8 / 255. ϵ
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Cost of adversarial training: 

<latexit sha1_base64="I7gFwHKGhh1HKH+UEcueN9GJooI=">AAAG/XicjVTNbtw2EFa87Tbd/iRujrmwsQPYgKzs2rHjoHUQpAXaowvESYDVxqCoWS1hihRIymtFEHrMk+QW5JoX6Ev0FXJNH6Cjn81asg2YAIHhzPdxhjPDCRLBjR0O/72x0vvq6/43N78dfPf9Dz/eur360wujUs3giCmh9KuAGhBcwpHlVsCrRAONAwEvg5PfSvvLU9CGK/ncZglMYhpJPuWMWlQdr/YmfgARl7nlJ28SzmyqoRgQXH6o6XxsZ5yduCSkZgbhhGwMvW0X9ybRwCyVkQCy8RB1uDd/qXlTLsQ4ECn8vLN7PUbl6detJy6p3E1KwH5N2tqqDyWaSBXCOObhnGYu0Tya2QnJ17f9OIPErBfNbRVKwBSN1JKNbW/k4t5EpH961kYxrYw52EkuQFsoq3kV90EGQqh5jR15uxjhfhe79LsE+BbObFWqvL6hqEI5zjWVYfG6tueHf/xeFOtFcT4nZUrq1DepcckihmWwZYoWzrrkLulLUDXp8TVJj5ekbW/HHXVKdxlpgWtIj/Cwdw1SjatIO/jA63ha4BrS7nlPV9dvAezUjwbqFLqIKwvYrZwPMmz9pOPba0NvWC1yURg1wprTrMPj1ZW3fqhYGoO0TFBjxqMhtmdOteVM4Nf0UwMJZSc0gjGKksZgJnkVXEHuoyYkU6VxS0sq7XlGTmNjsjhAZEztzHRtpfIy2zi10/1JzmWSWpCsdjRNBbGKlFOFhLz83SJDgTLNMVbCZlRTZnH2DO6T5xQHEmlua7s9q2Nv6coU1ppSEjzQVGeYA63mxovBUtfMaALGi0DhUXO2UMTcMDdRhpfjjcuoGAx8CXOm4hg/W45VK/Kzoq2rxkeBNqpR4ELJklV6Rv85Nkc1Jh54xmbYRHnVLWU3upVUGYlKbX2MueRxGhPD38DB2qhWcilBE3zfARYTNYW7vDWEKU2FLadQqV00a9udhigVVJNEiSxS0r1MiS5DwGnmdgIs5/GXSFrh7SX2ivgGxQBbd9Rt1IvCCxxBe97eXw/Xnj5rmvimc9e552w4I+eR89T50zl0jhzW+6f3qfe591//7/67/vv+hxq6cqPh3HFaq//xf2x4HSc=</latexit>

2ωx

xPGD
rand

xPGD

Towards Deep Learning Models Resistant to Adversarial Attacks [Madry 2018] 

PGD
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Single Step Training?

Explaining and Harnessing Adversarial Examples [Goodfellow 2015] 

FGSM

<latexit sha1_base64="ZrYGAdk+4jKdjUplwsN0LpgUhgc=">AAAVlnictVhbb9s2FGazW+bdmmwBBuxFXRJgxRzPl8Rp0bkodste1qVbkxaIvYCWaIcwJQokncQx9LSHvWw/cL9lLzukJVu3OLKT2rBFHfJ855zvHJKiuj6jUlWr/95beevtd959b/X90gcffvTxJ/fX1o8lHwqbHNmccfG6iyVh1CNHiipGXvuCYLfLyKvu4Hvd/+qcCEm591KNfNJxcd+jPWpjBSK+tvofaqMuIqiPKPLQGCm4DtAV8uFqw90QCegNUAlZ4Xcbfr+jM4RNjwN3XcRgHIEWAT0JmgxxQNuBHgxtFtNug4YA6QU6AfQzY2WAytDjgFSCRGN24P4rVEUVVIe+yfUhyLRF7RUG9D7gEjNuNxy3G457krDXM/4wsBf5+QA10N6d2pjF9C1E/dTEM4uuM0V4lLC0A994z+60xwP+HLB8glzAcAAZo5FBFXDfB2RlUMdoCzTaMGoUcr8FuXqSytZP6AAy9guyrM/g7lfjq46NJGKY2bRhBAcsiVrAlB/awnDV3tbByxr4Mrk+NF4EKT5mWJq/XgGELdA6R5cZ/+PcZpnVdzwWT2eKXw/xs0zXQqZrmSzOvFaG51kFtDJWoljSdTGPjaTWXqi1F2q1oY8AAwoi42YGCZDG7QYxnk4TGuNpjgP4bpn/dBXo328wZidVD8cQKTdRqpTGfEbOY3pxRmphbI1YbFlvbqoRjdIMUfbnMhT3I83QhDsH5H+k+EoycT1refUXX6my9ZjmJa/eo3pMczWPpeIZqBvOovraL5gFDOsjB0xSCOuuc6G5t9DXIeMEMPQKXDwnRXKQjiPKQrIvvbovazE7D/Lt7b+xzOevR2n05I4SR4pwGkvnfJkZdwgjfgjXppGpBG3pYiF+4np5a1PV7Li3WZvSKPncxP0oPh8mDNzlmpTmo8iaFEW3+FzIWssyFrf2+A1Ye5xrrW6quWxGLDfP85mMY6bneTncy+7OWhxzZq0RZvQuY0tjJq3tzY1tmfmZRl1218rDWXyGLjInn2eeqw7MSYKAr9fn4aYT0I6JQJ8Notb1J5Rm+CTaLJD/608pzRx7Uc6jviZa7pwyuPGkMr9q+lNGH4APVfjXJzo89T79dL0TrjvL74L5SPmVNM+74mv/80J75OI7wE3czdsRsiwsvrbcbD+P66wHyz0pL145tzu95OPcvm6KVUrboDnz3uac3t+sVqrmY2UbtbCxicLP4enayl9th9tDl3jKZljKk1rVV50xForajASl9lASH9sD3Ccn0PSwS2RnbN5QBdY2SByrxwX8PGUZaVxjjF0pR24XRrpYncl0nxbm9Z0MVe9RZ0w9f6iIZ08M9YbMUtzSr7sshwpiKzaCBrYFBV8t+wwLbCsiZGnbeom7jFghWtLs5cT3hEzRwdVEoluMdgUWI+BA8AtZcYnCZXmGfSIrfcLhVlA7ErhU2mWfS6rfu1GvH5RKbY9c2Nx1seeM2+eXwfgySMrcEfFlAH1YQIMy7mktbRnsj0uWZQsu5TcVqUaMtLTAshyBL8qmZTotPlSTW5d61B26lqRXpLVZmwip5xFhQXwtSCZIgvIM1SE9PGSq1fANAgSDvT4jSXOC9IcMC8vnbNTnXjlPCCYdIluNcsrBHmVs6knCvaavrvGvFOjSraULNds4rldqzUrzxe7ms+/CIl5FX6AvzePhPnqGfoYt/QjZ6531P9f/Xv9n4/ONpxs/bhxMhq7cC3U+RYnPxuH/syO+4g==</latexit>

2ωx

xFGSM
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Catastrophic Overfitting

Fast is better than free: revisiting adversarial training [Wong 2020]

<latexit sha1_base64="ZrYGAdk+4jKdjUplwsN0LpgUhgc=">AAAVlnictVhbb9s2FGazW+bdmmwBBuxFXRJgxRzPl8Rp0bkodste1qVbkxaIvYCWaIcwJQokncQx9LSHvWw/cL9lLzukJVu3OLKT2rBFHfJ855zvHJKiuj6jUlWr/95beevtd959b/X90gcffvTxJ/fX1o8lHwqbHNmccfG6iyVh1CNHiipGXvuCYLfLyKvu4Hvd/+qcCEm591KNfNJxcd+jPWpjBSK+tvofaqMuIqiPKPLQGCm4DtAV8uFqw90QCegNUAlZ4Xcbfr+jM4RNjwN3XcRgHIEWAT0JmgxxQNuBHgxtFtNug4YA6QU6AfQzY2WAytDjgFSCRGN24P4rVEUVVIe+yfUhyLRF7RUG9D7gEjNuNxy3G457krDXM/4wsBf5+QA10N6d2pjF9C1E/dTEM4uuM0V4lLC0A994z+60xwP+HLB8glzAcAAZo5FBFXDfB2RlUMdoCzTaMGoUcr8FuXqSytZP6AAy9guyrM/g7lfjq46NJGKY2bRhBAcsiVrAlB/awnDV3tbByxr4Mrk+NF4EKT5mWJq/XgGELdA6R5cZ/+PcZpnVdzwWT2eKXw/xs0zXQqZrmSzOvFaG51kFtDJWoljSdTGPjaTWXqi1F2q1oY8AAwoi42YGCZDG7QYxnk4TGuNpjgP4bpn/dBXo328wZidVD8cQKTdRqpTGfEbOY3pxRmphbI1YbFlvbqoRjdIMUfbnMhT3I83QhDsH5H+k+EoycT1refUXX6my9ZjmJa/eo3pMczWPpeIZqBvOovraL5gFDOsjB0xSCOuuc6G5t9DXIeMEMPQKXDwnRXKQjiPKQrIvvbovazE7D/Lt7b+xzOevR2n05I4SR4pwGkvnfJkZdwgjfgjXppGpBG3pYiF+4np5a1PV7Li3WZvSKPncxP0oPh8mDNzlmpTmo8iaFEW3+FzIWssyFrf2+A1Ye5xrrW6quWxGLDfP85mMY6bneTncy+7OWhxzZq0RZvQuY0tjJq3tzY1tmfmZRl1218rDWXyGLjInn2eeqw7MSYKAr9fn4aYT0I6JQJ8Notb1J5Rm+CTaLJD/608pzRx7Uc6jviZa7pwyuPGkMr9q+lNGH4APVfjXJzo89T79dL0TrjvL74L5SPmVNM+74mv/80J75OI7wE3czdsRsiwsvrbcbD+P66wHyz0pL145tzu95OPcvm6KVUrboDnz3uac3t+sVqrmY2UbtbCxicLP4enayl9th9tDl3jKZljKk1rVV50xForajASl9lASH9sD3Ccn0PSwS2RnbN5QBdY2SByrxwX8PGUZaVxjjF0pR24XRrpYncl0nxbm9Z0MVe9RZ0w9f6iIZ08M9YbMUtzSr7sshwpiKzaCBrYFBV8t+wwLbCsiZGnbeom7jFghWtLs5cT3hEzRwdVEoluMdgUWI+BA8AtZcYnCZXmGfSIrfcLhVlA7ErhU2mWfS6rfu1GvH5RKbY9c2Nx1seeM2+eXwfgySMrcEfFlAH1YQIMy7mktbRnsj0uWZQsu5TcVqUaMtLTAshyBL8qmZTotPlSTW5d61B26lqRXpLVZmwip5xFhQXwtSCZIgvIM1SE9PGSq1fANAgSDvT4jSXOC9IcMC8vnbNTnXjlPCCYdIluNcsrBHmVs6knCvaavrvGvFOjSraULNds4rldqzUrzxe7ms+/CIl5FX6AvzePhPnqGfoYt/QjZ6531P9f/Xv9n4/ONpxs/bhxMhq7cC3U+RYnPxuH/syO+4g==</latexit>

2ωx

xFGSM

FGSM

Robust Accuracy against multi-step attacks
Robust Accuracy against single-step attacks

CIFAR10, PreactResnet18, ϵ = 8/255
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Mitigations
• Noisy single steps attacks

Fast is better than free: revisiting adversarial training [Wong 2020], Make Some Noise: Reliable and Efficient Single-Step 
Adversarial Training [De Jorge 2022]

RS-FGSM

<latexit sha1_base64="sQryNBWIkCfElNIrHSO/T0MoN2w=">AAAVlnictVhbb9s2FGazW+vdmmwBBuxFXRJgxRzPl8Rpsbkodsseti7dlrRA7AW0RCuEJVEg6SSOoJ+w1+237d/skJZs3WzLaWLDFnkO+Z1zPh7e1PcdKmS9/t+9tbfefufd9+4/qLz/wYcfffxwfeNEsBE3ybHJHMZf97EgDvXIsaTSIa99TrDbd8ir/vB7pX91QbigzPtTjn3Sc7Ht0QE1sQQRW3+AUBf1EUE2oshDAZLwHKJr5MPThNoIcdCG6BQNEIMWEnWgxy8Ig9wGTQ9VkBF9d+D3BzrXOoIsqPWRAwgESgQQBWA6GmUXNBjKTqJ3F3pwkF6CLQkoyv4QVUFjgVSARGH2oP4lqqMaaoJu8nwMMmVR+YsB3QZcotvtRe32onbfpOwNtD8O2Iv9fIRaaP8Wbexk4voWIn+mY5pF2JuiPElZ24VvUrM31XjAoQXWT5ELGBYgYzTWqBzqNiBLjRqgbejRhVbjiP9tGMmsfz+hQxi1X5FhfAq137Svnh7bJFczmya0YIAlIBNagDqxheGpvG2Clw3wZfJ8rL3I20ziKR4HJVC2odcFuiqMIclxnmFVY4m4elMbzchGnvFGxHijcERn3kvN+SwjOjlLcUzZPFnGTLrnftRzP+rZBR0BNiREyPSs4iBN2g4TnJ2legTTMQ/hu63/s36o3+/QZjeTHycQLdORyjn5kWfkItEnyUgjiquViCvMzNHFeaIQ2hHCwUJmkj5kmZlwZoH8rwxPaQaK2SrKveSKlc/FLB9F+R7nYpajeeyUZ72puYrz6aAE8xjWRwZ4pBTObfOv+DbQVxHTBDDUClxuHMrwno0hZj6ty+8eq1vL53uxrYM7GeniNSeJnN49kigxRuvGY7zqrFLrzxG0+CFad8Z65JWly5VW42S/orWnrnfXm+5TRSjF3CT9KJ//EwbmM7T62pPlo8zaE0e3+q6bt5ZnLGnt6R1Ye1poramzuapbLDu1lbWWxczO72q0X92etSTmzForGtHbjC2Lmba2vzC2m8zPLOry+Vm8SxXhrD5DV5mTL3JnpkN9cyDg6/xxWHbj2dURqHtAXJp/I2lHJ832G91I2gX24jGPdW10szvJcOmtZHHW2FNGH4EPdfhXNzg89T57ct6N1p0yeVS8CxYjFWfSIu/Kr/0vSu2Rq+8Ay7hbtCPkWVh9bVluv4jrvAdFJ+K7yJz5t5MyJ4RinDfPm3KZ0tVo1oL3OpWzh1v1Wl1/jHyhERW2UPQ5OltfC7sWM0cu8aTpYCFOG3Vf9gLMJTUdEla6I0F8bA6xTU6h6GGXiF6g31WFxg5ILGPAOPw8aWhpskeAXSHGbh9auliei6xOCYt0pyM5eNILqOePJPHMiaHByDEkM9SLL8OinJjSGUMBm5yCr4Z5jjk2JeFpK1cTV1MySYfXE4kqObTPMR9DyJxdippLJK6Kc+wTUbMJgyqnZixwqTCrPhNUvXCjng0oHrk0metizwq6F1dh0FXR9AfBVZhRumPiC9BfYA4F6jAPGigHwI2gYhgmZ0J8XRNy7JCOEhiGxfFlVZe00mAjOam61KPuyDUEvSadrcZESD2PcAPC7MAQgiSszlAtMsAjR3ZavkaAmLBnOyRtjhN75GBu+MwZ28yrFgnBpEVEp1XNODigjjP1JOVe25dz/KuEKmEb2fTMF06atUa71n65t/X8uyh176PP0Rf6UHiAnqOfYSM/RuaGvfH3xj8b/25+tvls88fNw0nTtXtRn09Q6rN59D8Z+8AB</latexit>

xRS-FGSM
rand

xRS
rand + ω

xRS-FGSM
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Mitigations
• Noisy single steps attacks

Fast is better than free: revisiting adversarial training [Wong 2020], Make Some Noise: Reliable and Efficient Single-Step 
Adversarial Training [De Jorge 2022]

RS-FGSM

<latexit sha1_base64="sQryNBWIkCfElNIrHSO/T0MoN2w=">AAAVlnictVhbb9s2FGazW+vdmmwBBuxFXRJgxRzPl8Rpsbkodsseti7dlrRA7AW0RCuEJVEg6SSOoJ+w1+237d/skJZs3WzLaWLDFnkO+Z1zPh7e1PcdKmS9/t+9tbfefufd9+4/qLz/wYcfffxwfeNEsBE3ybHJHMZf97EgDvXIsaTSIa99TrDbd8ir/vB7pX91QbigzPtTjn3Sc7Ht0QE1sQQRW3+AUBf1EUE2oshDAZLwHKJr5MPThNoIcdCG6BQNEIMWEnWgxy8Ig9wGTQ9VkBF9d+D3BzrXOoIsqPWRAwgESgQQBWA6GmUXNBjKTqJ3F3pwkF6CLQkoyv4QVUFjgVSARGH2oP4lqqMaaoJu8nwMMmVR+YsB3QZcotvtRe32onbfpOwNtD8O2Iv9fIRaaP8Wbexk4voWIn+mY5pF2JuiPElZ24VvUrM31XjAoQXWT5ELGBYgYzTWqBzqNiBLjRqgbejRhVbjiP9tGMmsfz+hQxi1X5FhfAq137Svnh7bJFczmya0YIAlIBNagDqxheGpvG2Clw3wZfJ8rL3I20ziKR4HJVC2odcFuiqMIclxnmFVY4m4elMbzchGnvFGxHijcERn3kvN+SwjOjlLcUzZPFnGTLrnftRzP+rZBR0BNiREyPSs4iBN2g4TnJ2legTTMQ/hu63/s36o3+/QZjeTHycQLdORyjn5kWfkItEnyUgjiquViCvMzNHFeaIQ2hHCwUJmkj5kmZlwZoH8rwxPaQaK2SrKveSKlc/FLB9F+R7nYpajeeyUZ72puYrz6aAE8xjWRwZ4pBTObfOv+DbQVxHTBDDUClxuHMrwno0hZj6ty+8eq1vL53uxrYM7GeniNSeJnN49kigxRuvGY7zqrFLrzxG0+CFad8Z65JWly5VW42S/orWnrnfXm+5TRSjF3CT9KJ//EwbmM7T62pPlo8zaE0e3+q6bt5ZnLGnt6R1Ye1poramzuapbLDu1lbWWxczO72q0X92etSTmzForGtHbjC2Lmba2vzC2m8zPLOry+Vm8SxXhrD5DV5mTL3JnpkN9cyDg6/xxWHbj2dURqHtAXJp/I2lHJ832G91I2gX24jGPdW10szvJcOmtZHHW2FNGH4EPdfhXNzg89T57ct6N1p0yeVS8CxYjFWfSIu/Kr/0vSu2Rq+8Ay7hbtCPkWVh9bVluv4jrvAdFJ+K7yJz5t5MyJ4RinDfPm3KZ0tVo1oL3OpWzh1v1Wl1/jHyhERW2UPQ5OltfC7sWM0cu8aTpYCFOG3Vf9gLMJTUdEla6I0F8bA6xTU6h6GGXiF6g31WFxg5ILGPAOPw8aWhpskeAXSHGbh9auliei6xOCYt0pyM5eNILqOePJPHMiaHByDEkM9SLL8OinJjSGUMBm5yCr4Z5jjk2JeFpK1cTV1MySYfXE4kqObTPMR9DyJxdippLJK6Kc+wTUbMJgyqnZixwqTCrPhNUvXCjng0oHrk0metizwq6F1dh0FXR9AfBVZhRumPiC9BfYA4F6jAPGigHwI2gYhgmZ0J8XRNy7JCOEhiGxfFlVZe00mAjOam61KPuyDUEvSadrcZESD2PcAPC7MAQgiSszlAtMsAjR3ZavkaAmLBnOyRtjhN75GBu+MwZ28yrFgnBpEVEp1XNODigjjP1JOVe25dz/KuEKmEb2fTMF06atUa71n65t/X8uyh176PP0Rf6UHiAnqOfYSM/RuaGvfH3xj8b/25+tvls88fNw0nTtXtRn09Q6rN59D8Z+8AB</latexit>
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Over-approximations and catastrophic overfitting

• Bounds decrease with stronger attacks 
• Adding noise is not enough to consistently 

mitigate catastrophic overfitting?

CIFAR10, PreactResnet18. Mean and 95% CI over 5 runs
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/ 5135

CT for Empirical Robustness
CIFAR10, PreactResnet18, ϵ = 8/255

• CT + FGSM can prevent catastrophic overfitting on 
FGSM 

CIFAR10, PreactResnet18

• Also prevent CO and improves robustness for N-FGSM

CT

CT
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CT for Empirical Robustness

Training Method Empirical (%)

CT + N-FGSM 14.79

CT + PGD-5 16.45

PGD-10 15.14

PGD-5 11.47

N-FGSM 0.23

CIFAR10, CNN-7, 30 Epochs CIFAR10, CNN-7, 160 Epochs 

Performance improvement (w.r.t underlying attack): 

• On longer training schedules 

• On easier datasets 

• On shallower networks

CT

Can over-approximations be used beyond robustness? 
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Over-approximations 
for Explainability3
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Feature Attributions
Right for the wrong reasons, the need for Explainability

• Identify inputs contributing to the network’s 

decision: improve trust, help diagnose bad 

models …

• But what if the method does not highlight truly 

important inputs?

CAM-Based Methods Can See through Walls [Taimeskhanov 2024]
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Formally Robust Explanations

Abduction-Based Explanations for Machine Learning Models [Ignatiev 2018]

• Binary attribution: irrelevant or relevant

• Irrelevant pixel: perturbing it (locally) does not change 

the prediction (= provable robustness!)

• Subset-Optimal: if perturbing any new pixel together 

with the irrelevant features changes the prediction

• Key metric: size of the irrelevant feature set (larger = 

simpler explanation)
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Formally Robust Explanations

VeriX: Towards Verified Explainability of Deep Neural Networks [Wu 2023] 
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Formally Robust Explanations

x1

x2

x3

x4

x5

x6

• Each step: solving a verification problem!

• Active area of research to increase scalability

VeriX: Towards Verified Explainability of Deep Neural Networks [Wu 2023] 

Candidate

Irrelevant

Relevant
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VeriX: Towards Verified Explainability of Deep Neural Networks [Wu 2023], A dive into formal explainable attributions for image 
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Over-approximations For Explainability

VeriX: Towards Verified Explainability of Deep Neural Networks [Wu 2023], A dive into formal explainable attributions for image 
classification [Doncenco 2025]

• Use over-approximations for scalability?

Too Many Unknowns!

Irrelevant

Relevant

Unknown
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Over-approximations For Explainability
• Use over-approximations for scalability? 

• Use robust models?
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Explanation is empty



/ 5143

Over-approximations For Explainability

Everything Irrelevant! 
Explanation is empty

• Use over-approximations for scalability? 

• Use robust models?



/ 5143

Over-approximations For Explainability

Everything Irrelevant! 
Explanation is empty

• Use over-approximations for scalability? 

• Use robust models?



/ 5143

Over-approximations For Explainability

Everything Irrelevant! 
Explanation is empty

Unknowns might hide 
 this possibility!

• Use over-approximations for scalability? 

• Use robust models?
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Training For Explainability

• Make sure the entire input is Empirically Formally Explainable (EFX) 

1. there exist a successful perturbation (empirically estimated) 

2. there is at least one irrelevant feature (provably assessed with over-approximations) 

• Use robust training with lowered robustness goal to prevent full irrelevancy

Our propositions:
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Lowering the robustness goal

Saliency map Mask top k %

⊙+

⊙

α

(1 − α)

+

• Adversarial training: lower the perturbation radius 

• Expressive Losses: lower the coefficient associated with the IBP loss 

• Train to be robust on a subset of inputs (Feature Subset Certified Training)
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Results
Perturbation Training Method  Accuracy (%) ↑ Avg Irrelevant set ↑ 

(# features: 4096)
# EFX(AA) ↑ 

(samples: 1000)

4 / 255

Standard

Adversarial (1 / 255)

CT + Adv (0.5 / 255)

FS CT + Adv (2 / 255)

8 / 255

Standard

Adversarial (4 / 255)

CT + Adv (1 / 255)

FS CT + Adv (4 / 255)

TinyImageNet, CNN-7
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Results
Perturbation Training Method  Accuracy (%) ↑ Avg Irrelevant set ↑ 

(# features: 4096)
# EFX(AA) ↑ 

(samples: 1000)

4 / 255

Standard 54.80 23 990

Adversarial (1 / 255) 52.61 340 911

CT + AT (0.5 / 255) 44.79 804 947

FS CT + AT (2 / 255) 48.60 506 996

8 / 255

Standard 54.80 6 887

Adversarial (4 / 255) 41.41 263 925

CT + AT (1 / 255) 42.36 465 988

FS CT + AT (4 / 255) 44.49 684 998

TinyImageNet, CNN-7

• Non-trivial irrelevant features set on TinyImageNet! 

• Feature Subset training offers better trade offs for large epsilon
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Conclusion3
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Contributions

49

1. ReCIPH: a heuristic to improve verification relying on partitioning and over-
approximations (Workshop Poster WFVML 2022)

2. Using Certified Training for Empirical Robustness (Journal TMLR 2025)

3. Using Certified Training to scale Formal Explainability (submission in 
preparation)
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• Automated input partitioning 
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• Ever-going problem of efficiency • Ever-going problem of efficiency • Ever-going problem of efficiency

Robustness Verification for Transformers [Shi 2020]
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Robust trainingVerification

• Automated input partitioning 
(beyond bissection)

• Verification of more complex 

architectures

• Verification of more complex 

properties

Explainability

• Ever-going problem of efficiency • Ever-going problem of efficiency • Ever-going problem of efficiency

Verifying Global Neural Network Specifications using Hyperproperties [Boetius 2023] 
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Future Work and important challenges 
Robust training

• Re-visit tighter 
approximation for 
training?

Verification

• Automated input partitioning 
(beyond bissection)

• Verification of more complex 

architectures

• Verification of more complex 

properties

Explainability

• Ever-going problem of efficiency • Ever-going problem of efficiency • Ever-going problem of efficiency

On the Paradox of Certified Training [Jovanović 2021], Gaussian Loss Smoothing Enables Certified Training with Tight Convex 
Relaxations [Balauca 2024] 
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Conv ReLU Conv FC (o1
o2)

Logits

51

• Over-approximations: versatile tool that can be leveraged in multiple ways to bring trust to AI systems

• Trust should be an integral part of the design / training choices!

If you must only remember one thing

Questions ?
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LIBRA (Fairness)

Coverage (%) Execution Time (s)

L U Width ReCIPH Width ReCIPH

1 2 68.8% 87.5 % 0.26 0.11

6 68.8% 87.5 % 0.51 0.20

4 2 100 % 100 % 2.60 2.10

6 100 % 100 % 2.65 2.10

LIBRA https://caterinaurban.github.io/project/libra/ 

https://caterinaurban.github.io/project/libra/
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VNN Comp 2024

Benchmark PyRAT Rank Notes

cGAN 1 / 6 First rank position are 
shared with at least one 
other tool.  
Global ranking was 2 out 
of 8 submitted tools

LinearizeNN 1 / 4

Collins RUL CNN 5 / 7

TLL Verify Bench 1 / 8

ACAS Xu 3 / 8

Dist Shift 1 / 5

PyRAT with ReCIPH input partitioning is used for 6 out of 12 benchmarks

VNN Comp 2024 report https://arxiv.org/abs/2412.19985

https://arxiv.org/abs/2412.19985
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VNN Comp 2024

Benchmark PyRAT Rank Notes

cGAN 1 / 6 First rank position are 
shared with at least one 
other tool.  
Global ranking was 2 out 
of 8 submitted tools

LinearizeNN 1 / 4

Collins RUL CNN 5 / 7

TLL Verify Bench 1 / 8

ACAS Xu 3 / 8

Dist Shift 1 / 5

PyRAT with ReCIPH input partitioning is used for 6 out of 12 benchmarks

VNN Comp 2024 report https://arxiv.org/abs/2412.19985

Verification is still a hard challenge!

https://arxiv.org/abs/2412.19985
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Local Linearity and Catastrophic Overfitting
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Source of approximations: handling of the non-linearities (activation functions)

<latexit sha1_base64="E0c1lW7p3CfVvmTHINvKDRJonAI=">AAAi7Hic7Zrdc9tEEMDd8lXMVwszvPDAktrThMiOJMdJmiKmtLTloS0hJG0H29M5S2dbY32NJCcWGv0XvDG88srfw3/D3kmWLdmJHacZSOnNJJF0u6u7vd3fnhS1HUP3fFH8+8rVt95+5933rr1f/ODDjz7+5PqNT5959sBV6aFqG7b7ok08augWPfR136AvHJcSs23Q5+3+fdb//Ii6nm5bB37g0JZJupbe0VXi46WXN778qwxPSJ8CMQw40Pu/ALE02Hv0cM+wfQ98OvTBIG6XusWmr/d/9agfUjQYgGVrdKPq+YFBlbBjW77S5IJRVGw63Y7D9Jl0EbDFKmSoextV4jgU75Fo8m7WDNKmBsywJ6Qivq72F5NDP8wS4RJRMSoWm23a1a2wo3cHLo0ava9avK+pUsunrm51i8UyVJIGPw/asSRIu/BgSFQf9unjw1RgZM4byUUNvxVWa3KTOfBY1/xelLfPT2M15lhHV32u6KkEB6+AWN2qt9IpJZLMg1EjvcoauwRs+T0lNi5kuoembikVqVoX8JAMlVq2O+DdIusOWLeMRxkBZhn4DBSxummaOet8SRQIK5IgRzP6+Gp5ShiWKlIpEsKSXIpyckFio0lNxw9yNri+EpaGpbzWqCcoRWlHKyPSJJrGwnC9YRK3r1i2RQWXaoJmm4Q7ZVdsQShGd86iJe7KqDScUGpiNMcLU0xPJ1c0WXjisIwLx9GDecJExzFTLjZ7Hd0wZkeevAv37CF85ziuPdRNnr9vAnDBAGQSr2EIZrWSEFBtB1cRg6NN1H7XtQcIW4ME1M0Ojauotu1qukV8CquuuAbEh1W+nqq3ix4V1+7M0ZGyOrIgz1Wp5VXm32VzamTsNtNKLHsa7Jfi9YhGtbEHWvH8MKO4Nf5XSv7WZtrSXHLcGAcfTwgJww/axoC24nkkZmYMf672eDDLaI+nMKXMGqvNDdK2j6gAju1h4mwJbQOdgXFTCtDcoJQPOY4iHjpLgo3BiUzC6Yx8q+3CHnFxG4LV/Q3k3kDuvw65Mjylx6DarkuxoDuj0OUr6fdwRN0erIpovZg1Jk8NAANji7fttTuAuSFv1IpzkClVa3FDDUCdTVQ5fQ712ERM22XJKafEHKPvHOw7jV6egSusCTHEYoZtZxmGe3qzrZFbMIR1aJqDW3mmLTaY8ZzmDgYTwT6eN5jlRjH28DLaJ5Wi81M9RfJjvD1xs2SeIjw+V5lU8/q6c8Lj0+YufE+p49hGAPfxsRWky0P3WsJ2KQ/vIIG/fF66Y15ftmcoeTm2SzPZPi/OK4xePNIlYQY7Mtyw1J7tKp49QDuUeP6paTtCSOmiyk1lkV1uUmbY3BbcQ0sn0PwkRy6+dcXVasXla2FUT9KxnnXzbCguVnMujm2MRHtIoo37+z8+fwqrKgNSaYBBQaFilNbOuIGt59kmXx62zdm5vgK2/f/eD52RbdIo19j28lKxbZEt9GYqW5lPN2m0V53/MiHZTYsLDKF2+g54AnvpnvDfo97mq9lhn/ftwgUjd8zcb5ch7tbEK4N9apBh/L6gY7vgE6v3+uB3BN8zoXchNF4QrpUY1hPgzciUgfLX4HyV1IF7RGcitjEmMdYfBll8stZ5gjHN1eFanmllwGykLsqm0cC8NAPFLNaFrAsxB6aRx5AVYmpv397Gx+2v8RSTA1dfFsV6bWsnYqkyrQRyRgnknNKpfM8+ZvL/wSkxWGbSKKE9AoS6bD5hAv6oKXD0jzva0VQRKMPAcS7CYTtSrS7KYuywdZy7WK/vbG/ePtVhqRJzWEbp9IKYeUmwqMNQZ6a/0usz3RVDG/3VRV+du57yYpCvAwLYDlF1P1Ck2RNYKiaXXpuF1meO4smZwCqNGqgGnV9qprx3trjMDmTGOE5QSSedn/NEbCz5UmUi6+wOlJqMaqXptyr8PDl5ef0mDoE3mD6QkoObhaTtvbxxtdTUbHVgYvVRDeJ5DUl0sPwRF0FtMOsDj2K89UmXNvDQIib1WiH/tCCCMl7ReEVl/0cHfhWL8R4KQ5faJvXdAFZtPi9iCNCjhuPBY3JAX+gHQI5sXYPeAIWPe7pPPbwPXcvcETfRmDWKpFutcGQwwjvwbxHW0y8RJnW4Z+NxsyNDb7vEDcJxAnkCFmk1M7Nw9ElC7usE1TYd4itSVdqJ2Dsr/sUE3k2jHYwoPt0wn59RuP/oXhTKsijwn3od/QREw9UFvQMWpSjOjKU7lezwcWWTSOC3fEJwD+YFZts2snLE9EzsEwAPWD+XfohL4bg2YzaHCu5VQLe4u/jMNIqLzOIK+yZcEk8bZ8w7vIkegZXYqIhxJeWjaPrgmVyVtqpbP8k3795LIuxa4YvCSmG1IBW2C3cLPxT2CocFFT6Hb+ABPFyxVn5b+X3lj1j06pVE57NCpq38+Q/qKo6D</latexit>

→1 2

x

y

(a) Exact ReLU

y = u

→1 2

x

y

(b) Box approximation

y =
ω
→ x+

µ
→

y =
ω
→ x

→1 2

x

y

(c) Parallel Linear Approximation

y
=
x

→1 2

y =
ωx+

µ

x

y

(d) DeepPoly/CROWN (case u → ↑l)
y
=
x

→1 2

y =
ωx

+
µ

x

y

(e) DeepPoly/CROWN (case u > ↑l)

→1 2
y =

ω x
+
b

y
=
ω x

+
b

x

y

(f) Parallel relaxation of tanh

Parallel: WK [Wong2017], FastLin [Weng2018], Neurify [Wang2018], DeepZ [Singh2019], CROWN [Zhang 2018], DeepPoly [Singh 2019] 
(Non-exhaustive list)
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<latexit sha1_base64="ITQOpB878cRZJfRvKjtzxH1mD2Y=">AAAD/XicdZLLbtQwFIbdDpcSbi0s2RhGFa0UhhmKCpuRKtiwYFGk3qRmGJ3xnGSs+hLZTjtpFLHkSdghtrwAL8ErsIUHwEmGwrTFUpTf3/HxuXmUCm5dt/t9YbF15eq160s3gpu3bt+5u7xyb8/qzDDcZVpoczACi4Ir3HXcCTxIDYIcCdwfHb2u7PvHaCzXasflKQ4kJIrHnIHzaLj8PnITdPCYRgJjB8boE9og+oRG1S8KIwUjAcOi4aUHEtyEgSjeltHD2nEtPjOvTdfDPDI8mbj1YLjc7na69aIXRW8m2mS2tocrix+jsWaZROWYAGsPe93UDQowjjOBZRBlFlNgR5DgoZcKJNpBUTeipKuejGmsjf+UozX916MAaW0uR/5kVYI9b6vgZbbDzMUvBwVXaeZQsSZQnAnqNK26SsfcIHMi9wKY4T5XyiZggDnf+2CV7vgOIp3dNh922uQ+xxw/Om1IpQQfGTB5UU/HdqTvcmgnkKLtJKj91nD2B0huWZhqy6vxcpWUQRApPGFaSlDjIjqelsW0nGcyx9SW3gbGCy60qryqyD5+EVDKjLb2ace6XGC/ApSODZyEtaqNVGeu2UquuMwktfwU++1eA7lSaKivr++H6UkZ/r11jDFkwvU30voGXwyoROB8OINJJsDQVIs80Sq8DPqQY7T9jfBcgjEX4iyTufQ2U/ef/IKyerq98w/1oth71ultdjbfPW9vvZo94iXygDwia6RHXpAt8oZsk13CyDfyg/wkv1ofWp9an1tfmqOLCzOf+2Rutb7+Bhz1RdU=</latexit>

ω→ → ω ↑ ε↓ω L(fω(x), y) • Gradient Descent: Update of the parameters in the opposite direction of the 

gradient to minimize the error. 

Stochastic Gradient Descent (SGD): compute the gradients and do the update over 

small batch of inputs randomly drawn from the dataset.  

One epoch = one full pass over the dataset

• Goal: empirical risk minimization. Expectation of the loss function over the dataset

<latexit sha1_base64="x4b7MNS8bALGJM6dSsUkAZf1kz4=">AAACTHicbVBNaxsxFNS6zUedfrjtsRdRE3AgmN1Qkl4CIb300EMKtR2w3OWtrLVFJO0ivS01Yn9gLjnk1l/RSw8NoVCtbUqbdEAwmnmDniYrlXQYx9+i1oOHG5tb24/aO4+fPH3Wef5i6IrKcjHghSrseQZOKGnEACUqcV5aATpTYpRdvGv80RdhnSzMJ1yUYqJhZmQuOWCQ0g5nc0DPcC4QanpMGdgZ09KkfzSWW+A+qb2pmat06uVxUn8ON8o04JyD8h9qlslZL09Xmd7XVO7t00UqG3mvnXa6cT9egt4nyZp0yRpnaeeaTQteaWGQK3BunMQlTjxYlFyJus0qJ0rgFzAT40ANaOEmfllGTXeDMqV5YcMxSJfq3wkP2rmFzsJks7+76zXi/7xxhfnbiZemrFAYvnoorxTFgjbN0qm0gqNaBALcyrAr5XMI5WHovykhufvl+2R40E8O+4cf33RPTtd1bJNX5DXpkYQckRPynpyRAeHkknwnP8lNdBX9iG6jX6vRVrTOvCT/oLX5G60itMQ=</latexit>

ω̂ = argmin
ω

1

n

n∑

i=1

L
(
fω(xi), yi

)
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<latexit sha1_base64="ITQOpB878cRZJfRvKjtzxH1mD2Y=">AAAD/XicdZLLbtQwFIbdDpcSbi0s2RhGFa0UhhmKCpuRKtiwYFGk3qRmGJ3xnGSs+hLZTjtpFLHkSdghtrwAL8ErsIUHwEmGwrTFUpTf3/HxuXmUCm5dt/t9YbF15eq160s3gpu3bt+5u7xyb8/qzDDcZVpoczACi4Ir3HXcCTxIDYIcCdwfHb2u7PvHaCzXasflKQ4kJIrHnIHzaLj8PnITdPCYRgJjB8boE9og+oRG1S8KIwUjAcOi4aUHEtyEgSjeltHD2nEtPjOvTdfDPDI8mbj1YLjc7na69aIXRW8m2mS2tocrix+jsWaZROWYAGsPe93UDQowjjOBZRBlFlNgR5DgoZcKJNpBUTeipKuejGmsjf+UozX916MAaW0uR/5kVYI9b6vgZbbDzMUvBwVXaeZQsSZQnAnqNK26SsfcIHMi9wKY4T5XyiZggDnf+2CV7vgOIp3dNh922uQ+xxw/Om1IpQQfGTB5UU/HdqTvcmgnkKLtJKj91nD2B0huWZhqy6vxcpWUQRApPGFaSlDjIjqelsW0nGcyx9SW3gbGCy60qryqyD5+EVDKjLb2ace6XGC/ApSODZyEtaqNVGeu2UquuMwktfwU++1eA7lSaKivr++H6UkZ/r11jDFkwvU30voGXwyoROB8OINJJsDQVIs80Sq8DPqQY7T9jfBcgjEX4iyTufQ2U/ef/IKyerq98w/1oth71ultdjbfPW9vvZo94iXygDwia6RHXpAt8oZsk13CyDfyg/wkv1ofWp9an1tfmqOLCzOf+2Rutb7+Bhz1RdU=</latexit>

ω→ → ω ↑ ε↓ω L(fω(x), y) • Gradient Descent: Update of the parameters in the opposite direction of the 

gradient to minimize the error. 

Stochastic Gradient Descent (SGD): compute the gradients and do the update over 

small batch of inputs randomly drawn from the dataset.  

One epoch = one full pass over the dataset

• Goal: empirical risk minimization. Expectation of the loss function over the dataset

<latexit sha1_base64="x4b7MNS8bALGJM6dSsUkAZf1kz4=">AAACTHicbVBNaxsxFNS6zUedfrjtsRdRE3AgmN1Qkl4CIb300EMKtR2w3OWtrLVFJO0ivS01Yn9gLjnk1l/RSw8NoVCtbUqbdEAwmnmDniYrlXQYx9+i1oOHG5tb24/aO4+fPH3Wef5i6IrKcjHghSrseQZOKGnEACUqcV5aATpTYpRdvGv80RdhnSzMJ1yUYqJhZmQuOWCQ0g5nc0DPcC4QanpMGdgZ09KkfzSWW+A+qb2pmat06uVxUn8ON8o04JyD8h9qlslZL09Xmd7XVO7t00UqG3mvnXa6cT9egt4nyZp0yRpnaeeaTQteaWGQK3BunMQlTjxYlFyJus0qJ0rgFzAT40ANaOEmfllGTXeDMqV5YcMxSJfq3wkP2rmFzsJks7+76zXi/7xxhfnbiZemrFAYvnoorxTFgjbN0qm0gqNaBALcyrAr5XMI5WHovykhufvl+2R40E8O+4cf33RPTtd1bJNX5DXpkYQckRPynpyRAeHkknwnP8lNdBX9iG6jX6vRVrTOvCT/oLX5G60itMQ=</latexit>

ω̂ = argmin
ω

1

n

n∑

i=1

L
(
fω(xi), yi

)
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• Estimation of the error of the model (using a surrogate loss function)  

<latexit sha1_base64="s5P7KJECa/4elnl1c3WoLA3T8eY=">AAADu3icdVJLbxMxEHYbHmV5pXCEg0VUKZVWIaEocIlUwYUDhy I1baUkiibe2Y2JHyvb22S72gsX/gpX+Df8G7xJeCQtI1n6/I1n5pvxTFLBrWu3f+7s1m7dvnN3715w/8HDR4/r+0/OrM4Mwz7TQpuLCVgUXGHfcSfwIjUIciLwfDJ7X/nPL9FYrtWpy1McSUgUjzkD56lx/flQgpsyEMXHshmPi6GbooOyuTgM88NxvdFutZdGr4POGjTI2k7G+7tfh5FmmUTlmABrB5126kYFGMeZwDIYZhZTYDNIcOChAol2VCzbKOmBZyIaa+OPcnTJ/htRgLQ2lxP/shJtt30VeZNvkLn47ajgKs0cKrYqFGeCOk2rmdCIG2RO5B4AM9xrpWwKBpjzkwsO6Cn4cdJ1ts2yi5X2Dc7x2dWKqZDgEwMm9zMwem5b0o83tFNI0bYS1P5qOPtNSG5ZmGrLq8/hKimDYKhwzrSUoKJieLkoi0W5yckcU1t6HxgPuNCqiqoq+/pFQCkz2tqXLetygb2KoDQyMA+XaOmkOnOrq+SKy0xSy6+w1+isSK4UGur76/nP9EwZ/s0aYQyZcL2jdJnBNwMqEbhZzmCSCTA01SJPtApvIn3JCG3vKNwSGHMh/ijZkNdN3X/0BWXgV7ezvajXwdmrVqfb6n563Th+t17iPfKMvCBN0iFvyDH5QE5InzDyhXwj38mPWq/Gap9rYvV0d2cd85RsWC37BVm8K2Y=</latexit>

L(fω(x), y)

<latexit sha1_base64="ITQOpB878cRZJfRvKjtzxH1mD2Y=">AAAD/XicdZLLbtQwFIbdDpcSbi0s2RhGFa0UhhmKCpuRKtiwYFGk3qRmGJ3xnGSs+hLZTjtpFLHkSdghtrwAL8ErsIUHwEmGwrTFUpTf3/HxuXmUCm5dt/t9YbF15eq160s3gpu3bt+5u7xyb8/qzDDcZVpoczACi4Ir3HXcCTxIDYIcCdwfHb2u7PvHaCzXasflKQ4kJIrHnIHzaLj8PnITdPCYRgJjB8boE9og+oRG1S8KIwUjAcOi4aUHEtyEgSjeltHD2nEtPjOvTdfDPDI8mbj1YLjc7na69aIXRW8m2mS2tocrix+jsWaZROWYAGsPe93UDQowjjOBZRBlFlNgR5DgoZcKJNpBUTeipKuejGmsjf+UozX916MAaW0uR/5kVYI9b6vgZbbDzMUvBwVXaeZQsSZQnAnqNK26SsfcIHMi9wKY4T5XyiZggDnf+2CV7vgOIp3dNh922uQ+xxw/Om1IpQQfGTB5UU/HdqTvcmgnkKLtJKj91nD2B0huWZhqy6vxcpWUQRApPGFaSlDjIjqelsW0nGcyx9SW3gbGCy60qryqyD5+EVDKjLb2ace6XGC/ApSODZyEtaqNVGeu2UquuMwktfwU++1eA7lSaKivr++H6UkZ/r11jDFkwvU30voGXwyoROB8OINJJsDQVIs80Sq8DPqQY7T9jfBcgjEX4iyTufQ2U/ef/IKyerq98w/1oth71ultdjbfPW9vvZo94iXygDwia6RHXpAt8oZsk13CyDfyg/wkv1ofWp9an1tfmqOLCzOf+2Rutb7+Bhz1RdU=</latexit>

ω→ → ω ↑ ε↓ω L(fω(x), y) • Gradient Descent: Update of the parameters in the opposite direction of the 

gradient to minimize the error. 

Stochastic Gradient Descent (SGD): compute the gradients and do the update over 

small batch of inputs randomly drawn from the dataset.  

One epoch = one full pass over the dataset

• Goal: empirical risk minimization. Expectation of the loss function over the dataset

<latexit sha1_base64="x4b7MNS8bALGJM6dSsUkAZf1kz4=">AAACTHicbVBNaxsxFNS6zUedfrjtsRdRE3AgmN1Qkl4CIb300EMKtR2w3OWtrLVFJO0ivS01Yn9gLjnk1l/RSw8NoVCtbUqbdEAwmnmDniYrlXQYx9+i1oOHG5tb24/aO4+fPH3Wef5i6IrKcjHghSrseQZOKGnEACUqcV5aATpTYpRdvGv80RdhnSzMJ1yUYqJhZmQuOWCQ0g5nc0DPcC4QanpMGdgZ09KkfzSWW+A+qb2pmat06uVxUn8ON8o04JyD8h9qlslZL09Xmd7XVO7t00UqG3mvnXa6cT9egt4nyZp0yRpnaeeaTQteaWGQK3BunMQlTjxYlFyJus0qJ0rgFzAT40ANaOEmfllGTXeDMqV5YcMxSJfq3wkP2rmFzsJks7+76zXi/7xxhfnbiZemrFAYvnoorxTFgjbN0qm0gqNaBALcyrAr5XMI5WHovykhufvl+2R40E8O+4cf33RPTtd1bJNX5DXpkYQckRPynpyRAeHkknwnP8lNdBX9iG6jX6vRVrTOvCT/oLX5G60itMQ=</latexit>

ω̂ = argmin
ω

1

n

n∑

i=1

L
(
fω(xi), yi

)
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Robust Learning, more formally

• [Madry 2018] Goal of robust training:

<latexit sha1_base64="C+jXy2z52OsTr59tEdHVzH6zc1I=">AAAFhnicfVTNbtQwEA6FLSX8tXDkMqKqukVh2RQVuESqygEOVVUkWpCasnIcJ2vVsSPb6e425IV4GO68B1cQk6R/uwtYijT5ZsYz38x4olxwY/v9HzcWbt7qLN5euuPevXf/wcPllUeHRhWasgOqhNKfI2KY4JIdWG4F+5xrRrJIsE/Rydta/+mUacOV/GgnOTvOSCp5wimxCA2Wh4AnzLgclKEdMksqCE2RDUoOAfjVF4lKMkbl6XgdQi5hp4vil7LLNyovzCYsNxvoku6GgiW2G+7t1fr1DQ8mrVGoeTq0G+5gebXf6zcH5gX/XFjdfgffwsHXdH+wcmsxjBUtMiYtFcSYI7+f2+OSaMupYJUbFoblhJ6QlB2hKEnGzHHZlKSCNURiSJTGT1po0OseJcmMmWQRWmbEDs2srgb/pjsqbPLmuOQyLyyTtA2UFAKsgrq+EHPNqBUTFAjVHHMFOiSaUItdmIpi+clZy6KWBI800ROkp9XI9LKmFc1Za2g0+JCR2My5mCHJGbpwQ6dcqFbGQEb0yT99UqYwkuY1kcYHZSJTweY9KBEX18NFFJXXU0SE18ZTSsdcEsugNi5EM2PGddegGcRp+uO2U/8rgAe5Mry+hMvUg9mcvevE3bC+BK8qG9ovesZOBAvaP1CF9SDWZBREAuN7gBPPsyIDw89YsPmsu+o/D/M0qZ/RiMd2iAPMpWQaMOEA586rr7j6rTx3LWYJKYQFTWJeGBhxISBi4Oe2B+55Euc2QYlodS1HFy4rfZmpW9dUsxTrppG4mKRKen8DMemYmeBlq6xZtVKCGQSrfvszRXALCTToNKcGuuLlX0BNXSHCbqJGK4sdDfqoqVykgAWiKsuIjMv2/Ve4HIhGgQslZwxOx1U5nsHSXfSoHxYOSblbzWj39qoyuVxGlevWm8Of3RPzwuFmz3/Ve/UBV8iO054l54nz1Ok6vvPa2XbeO/vOgUOd785P55fzu7PU6XW2Oq9b04Ub5z6PnanT2f4D55zWQg==</latexit>

min
ω

n∑

i=1

max
x→→B(x(i),ε)

L
(
fω(x

↑), y(i)
)

<latexit sha1_base64="NT+wG/JfkwIzAbZ1WgRo80UORrg=">AAAFJ3icfVRLb9QwEHbLUkp4tXDkYrFaqaCwbIooXCIquHCoqiLRh7RZVY7jZK117Mh2ut1G+Rlc4cCJX8KRG48j/4RJ0tfuFixFGn/jmfm+GcdhJrixvd7vhcVrretLN5ZvOrdu37l7b2X1/p5RuaZslyqh9EFIDBNcsl3LrWAHmWYkDQXbD0dvK//+EdOGK/nBTjI2SEkiecwpsQD1g5TYISWi2CoPV9q9bq9eeN7wTo3262+On3356ewcrraWgkjRPGXSUkGM6Xu9zA4Koi2ngpVOkBuWEToiCeuDKUnKzKCoOZe4A0iEY6XhkxbX6OWIgqTGTNIQTlYczayvAq/y9XMbvxoUXGa5ZZI2heJcYKtw1QAccc2oFRMwCNUcuGI6JJpQC22aqmL56KRRUVmCh5roCcjTamy6KbOkxPXq1DJqfMhIZOZCzJBkDEK4oVMhVCtjcEr06J8xCVNQSfNKSB0DNpGJYPMRMMaz9PisisqqMRPhNvWU0hGXxDJcHc5FfQmM43RwfVOm5R83k/pfA1ycKcOrJFwmLp7l7F4W7gRVEkhV1LKfdY2dCOY3O6xy6+JIk7EfCqjv4pRLnuYpNvyE+etP1tre0yBL4uqej3lkh49dzKVkGgNhH+6dW6W42Jau04lYTHJhsSYRzw0ecyFwyLCX2S52TkmcnvELQMtLHB183ulzpk7VU80S6JsG4WKSKOleBQLpiBn/eeOsVDVWDAz8ttdspgS+AAE1Oq2phi50eWdQ3VccwjTBo5WFifo98JQOSIAGUZWmREZFkE5YZsoiOCIaDC6UnDlwdFwWxzNYsgURFw/DjHd7uyziwyKww+oPKB3HgZfDm30n5o299a630d1432tvvkHNWkYP0SO0hjz0Em2id2gH7SKKFPqIPqHPra+t760frV/N0cWF05gHaGq1/vwFNv+5CA==</latexit>

L = typically the cross-entropy

• Adversarial training: under-approximate solution of inner-maximization using some attack algorithm 

• Certified training: over-approximate solution using differentiable bounding algorithm (in practice IBP)
<latexit sha1_base64="55Kh3eKNAw2iXtCYhtltlzTUChA=">AAAFxHicfVRba9RAFE5rV2u8tfroy2ApbCXdbipWUQKlglgopYK9QLMsk8lsduhcwsxku9sQ/QP+JX+Iz77qf/Ak6W3T6kDgzHeu35mTE6WcGdvt/pyZvTPXuntv/r774OGjx08WFp8eGJVpQveJ4kofRdhQziTdt8xyepRqikXE6WF08qHUH46oNkzJL3aS0p7AiWQDRrAFqL9wGApshwTzfKfo59tbewV6F6BrYDvMZEx1GT8Pd3fb4Wi8UhxPeuFISYpWUahGTe2K67r9haVup1sddFPwz4WlzS5e+7b9/f1ef3FuP4wVyQSVlnBszLHfTW0vx9oywmnhhpmhKSYnOKHHIEosqOnlVQcKtAxIjAZKwyctqtDrHjkWxkxEBJYlNdPUleCtukg0MtvB217OZJpZKkmdeJBxZBUq24tipimxfAICJppB7YgMscbEwiNMRbbs5KyOXUqcRRrrCdDV6tR0BLW4QNVZrmhV+JDi2NxwMUOcUnBhhky5EK2MQQLrk3/6JFRBJs1KIpUPyFgmnN70gGm4CI8usqi0HCLMvTqfUjpmEluKSuOMVyNmXHcZVXM4TX9cv9z/GuChVBlWBmEy8VCzZu86cTcsg0CovKK91jF2wmlQ35DKrIdijU+DiEN+DwkmmcgEMuyMBusv20v+apgmg3KOT1lshyseYlJSjaDgAObQK0NcXQvPXY7pAGfcIo1jlhl0yjhHEUV+ajvIPS/i3CbIAS2u1eiiy05fVuqWPdU0gb5pIM4niZLebSAUHVMTvKqVJataGkAFwZJfX6YIvgYCFTrNqYKuePkXUNVXFMFrgkYrCy8adEFTuEABGkSUEFjGeSgmNDVFHo6wBoFxJRsGo3GRj5sY7A3wiUTuQ0umdckOaK52T8Nzd7fIB/08tMPy72gooYAIc17kW+2xV1e2UtSLyG+unZvCwXrH3+hsfIaNtOXUZ9557rxw2o7vvHE2nU/OnrPvEOeH88v57fxpfWzxlmlltenszLnPM2fqtL7+BQYZ8ZA=</latexit>

LIBP := L(fω(x)[y]1→ fω(x)) with  and   the output bounds computed with IBP fθ(x) fθ(x)

<latexit sha1_base64="hgolB2cD553Fl5hH48WA8agrjeQ=">AAACHnicbVDJSgNBEO2JW4xb1KOXxiAkIGFG3BCEoBcPHiIYDSRhqOn0JE16FrprxDDkS7z4K148KCJ40r+xsxzi8qDg8V4VVfW8WAqNtv1lZWZm5+YXsou5peWV1bX8+saNjhLFeI1FMlJ1DzSXIuQ1FCh5PVYcAk/yW693PvRv77jSIgqvsR/zVgCdUPiCARrJzR80A8AuA5leDtwU2ncDenJKp8Si7zaxyxGK92O/tNsvufmCXbZHoH+JMyEFMkHVzX802xFLAh4ik6B1w7FjbKWgUDDJB7lmonkMrAcd3jA0hIDrVjp6b0B3jNKmfqRMhUhH6vRECoHW/cAzncO79W9vKP7nNRL0j1upCOMEecjGi/xEUozoMCvaFoozlH1DgClhbqWsCwoYmkRzJgTn98t/yc1e2TksH17tFypnkziyZItskyJxyBGpkAtSJTXCyAN5Ii/k1Xq0nq03633cmrEmM5vkB6zPbz97oo0=</latexit>

Ladv := L(fω(xadv), y) with  an adversarial perturbationxadv

<latexit sha1_base64="kOKRdzrjzJ04DWGQ+hi80tSUeIo=">AAACNXicbVBPS8MwHE39O+e/qUcvwSFM0NGKTC+D4RAEPSg4J6yzpFm2hSZtSVKhhH4pL34PT3rwoIhXv4LZ7EGnDwIv7/1+JO/5MaNS2fazNTU9Mzs3X1goLi4tr6yW1tavZZQITFo4YpG48ZEkjIakpahi5CYWBHGfkbYfNEd++44ISaPwSqUx6XI0CGmfYqSM5JXOXY7UECOmzzNPjy+C6+ZJllXSXegOkdJptgPrcA+6MuGeDupOdqvPMph6AXRZNKjkQ16w45XKdtUeA/4lTk7KIMeFV3p0exFOOAkVZkjKjmPHqquRUBQzkhXdRJIY4QANSMfQEHEiu3qcOoPbRunBfiTMCRUcqz83NOJSptw3k6NYctIbif95nUT1j7qahnGiSIi/H+onDKoIjiqEPSoIViw1BGFBzV8hHiKBsDJFF00JzmTkv+R6v+rUqrXLg3LjOK+jADbBFqgABxyCBjgFF6AFMLgHT+AVvFkP1ov1bn18j05Z+c4G+AXr8wsPnKuW</latexit>

LCE(y, ŷ) = →
K∑

k=1

yk log(ŷk)
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Interval Bound Propagation
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Expressive Losses

<latexit sha1_base64="bP6JUbY0DjnsJWrjmc4Q++KpPT8=">AAADs3icdVLLbhMxFHUbHmV4pcCOjUVUiUUUEgqBTaQKNixYFKlpKyVRdMdzM7Hil2xPk8lo1vwGW/gj/gZPEh5Jy5UsHZ/re8/xtWMjuPPt9s+9/dqt23fuHtyL7j94+Ohx/fDJudOZZdhnWmh7GYNDwRX2PfcCL41FkLHAi3j2scpfXKF1XKsznxscSUgVn3AGPlDj+rOhBD9lIIrP5bgYgjBTKMf1RrvVXgW9Djob0CCbOB0f7n8dJpplEpVnApwbdNrGjwqwnjOBZTTMHBpgM0hxEKACiW5UrOyX9CgwCZ1oG5bydMX+W1GAdC6XcThZmXW7uYq8KTfI/OT9qODKZB4VWwtNMkG9ptUsaMItMi/yAIBZHrxSNgULzIeJRUf0DMIY6abbtuxi7X2L83y2XDMVEjy2YPMwA6vnriXRQ9NNwaBrpajD1nL2m5DcsabRjlePwlVaRtFQ4ZxpKUElxfBqURaLcpuTORpXhhzYALjQqqqqlIN+EVHKrHbuVcv5XGCvIihNLMybK7RKUp359VZyxWUmqeNL7DU6a5IrhZaG+/XCYwambP7tmuAEMuF7x2bVIVwGVCpwW85imgmw1GiRp1o1byKDZIKud9zcMTjhQvxxsmWva/x//EVlFL5uZ/ejXgfnr1udbqv75U3j5MPmEx+Q5+QFeUk65B05IZ/IKekTRpbkG/lOftTe1ga1uJasj+7vbWqekq2oyV+7ySjh</latexit>

Lω

<latexit sha1_base64="NnJuFjJTvrp8GiLnbCInZ5aIbMw=">AAADsHicdVLLbhMxFHUTHmV4JbBkYxFVYhGFpEWBTaQKNixYFKlpIyVRdOO5mZj4MbI9TaajWfMVbOGb+Bs8mfCYtFzJ0vG5vvccX3seC25dt/vzoFa/c/fe/cMHwcNHj588bTSfXVidGIZDpoU2ozlYFFzh0HEncBQbBDkXeDlffSjyl1doLNfq3KUxTiVEii84A+epWaM5keCWDET2KZ9lEF7ls0ar2+lug94EvR1okV2czZq1r5NQs0SickyAteNeN3bTDIzjTGAeTBKLMbAVRDj2UIFEO8223nN65JmQLrTxSzm6Zf+tyEBam8q5P1k4tfu5grwtN07c4t004ypOHCpWCi0SQZ2mxSBoyA0yJ1IPgBnuvVK2BAPM+XEFR/Qc/AzprltVdlN6r3COr65LpkCCzw2Y1M/A6LXtSHTQtkuI0XYi1H5rOPtNSG5ZO9aWFy/CVZQHwUThmmkpQYXZ5GqTZ5u8yskUY5v7HBgPuNCqqCqUvX4WUMqMtvZ1x7pU4KAgKA0NrNtbtE1SnbhyK7niMpHU8msctHolyZVCQ/39Bv4xPZO3/3YNcQGJcIOTeNvBXwZUJLAqZzBKBBgaa5FGWrVvI71kiHZw0t4zuOBC/HFSsdeP3X/8BXngv25v/6PeBBfHnV6/0//8pnX6fveJD8kL8pK8Ij3ylpySj+SMDAkja/KNfCc/6sf1UX1Wh/Jo7WBX85xUov7lF3lNJ5w=</latexit>

Ladv

α = 0 α = 1

<latexit sha1_base64="peLDwIPpwR0Mzz7N0enp6HQLSmk=">AAACCnicbVDLSsNAFL2pr1pfqS7dDJaCq5KIVJelbhRcVOgL2hAm00k7dPJgZqKUkD/wF9zq3p249Sfc+iVO2yy0emDgcM69dw7HizmTyrI+jcLa+sbmVnG7tLO7t39glg+7MkoEoR0S8Uj0PSwpZyHtKKY47ceC4sDjtOdNr+Z+754KyaKwrWYxdQI8DpnPCFZacs3yMMBqQjBPbzM3vWm2MtesWDVrAfSX2DmpQI6Wa34NRxFJAhoqwrGUA9uKlZNioRjhNCsNE0ljTKZ4TAeahjig0kkX0TNU1coI+ZHQL1Roof7cSHEg5Szw9OQ8qFz15uJ/3iBR/qWTsjBOFA3J8iM/4UhFaN4DGjFBieIzTTARTGdFZIIFJkq3VaqiNtYVovya1KXYqxX8Jd2zml2v1e/OK41mXk8RjuEETsGGC2jANbSgAwQe4Ame4cV4NF6NN+N9OVow8p0j+AXj4xt605n4</latexit>

LIBP
<latexit sha1_base64="Nik5eYgzqKTWf4NuKH2wAd1ry4Q=">AAAD2HicdVJLb9NAEN42PIp5tXDksiKqmkpWSCgqcIhUlQsHDkXqS9RRNFmPnVX3Ye2uW7uWJW4VV/4Av4YrnPk3rJPwSCkjrfTtNzsz38zsOBPcul7vx9Jy68bNW7dX7gR3791/8HB17dGh1blheMC00OZ4DBYFV3jguBN4nBkEORZ4ND590/iPztBYrtW+KzMcSkgVTzgD56nR6utIQjGqig0acUV3O0UYYWa50Gqzpt7nJgxE9a7uJKMqchN0UHeKjc2w3Byttnvd3tTov6A/B20yt73R2vJlFGuWS1SOCbD2pN/L3LAC4zgTWAdRbjEDdgopnnioQKIdVtMea7rumZgm2vijHJ2yf0dUIK0t5di/bFTbq76GvM53krvk1bDiKssdKjYrlOSCOk2bgdGYG2ROlB4AM9xrpWwCBpjzYw3W6T74WdN5tsWyxUz7Auf46cWMaZDgYwOm9DMw+tx2pZ9vaCeQoe2mqP3VcPaLkNyyMNOWN5vjKq2DIFJ4zrSUoOIqOivqqqgXOVn6bdbeB2a+1iaqqezrVwGlzGhrn3WtKwUOGoLS2MB5OEVTJ9W5m10lV1zmklp+gYN2f0ZypdBQ39/AL9Mzdfgna4wJ5MINtrJpBt8MqFTgYjmDaS7A0EyLMtUqvI70JWO0g63wisCEC/FbyYK87cz9R19QB/7r9q9+1H/B4fNuf7u7/f5Fe2d3/olXyBPylHRIn7wkO+Qt2SMHhJEv5Cv5Rr63PrQ+ti5bn2ZPl5fmMY/JgrU+/wRLCDZn</latexit>

max
x→→B(x,ω)

L(fε(x↑), y)

Expressive Losses for Verified Robustness via Convex Combinations [De Palma 2024] 

Different ways of combining have been proposed: 

• MTL-IBP 

• CC-IBP 

• Exp-IBP
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Expressive Losses
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Trade Offs of CT + AT in CO setting
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Sensitivity of CT + AT to α
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Time trade offs
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Prevent CO in Softplus networks
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Limits

CIFAR-100 CIFAR SVHN

•  On CIFAR-100: CO is mitigated, but high cost in empirical robustness (tuning adapted to the epsilon could 

help) 

• On SVHN: MTL-IBP fails. MTL-IBP tuning is very sensitive compared to Exp-IBP, especially for deep 

networks.
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Comparisons with ELLE
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Comparisons with ELLE
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Some clean accuracies

CIFAR-10, CNN-7, 160 epochs
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Low Epsilon on standard network?
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ReCIPH as traversal order
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Qualitative Results

FS+CT+AT CT + AT AT
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Robustness and XAI 1
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Robustness and XAI 2
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Robustness and XAI 2
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Robustness and XAI 3


